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Edge and mobile applications, need fast DNN inference

Resource-limited edge devices

Partitioning
Early Exit 
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Background: Partitioning

Split pre-trained DNN across multiple servers

This approach trades-off computation time for network latency
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Background: Early Exit

Add early exit branches as auxiliary classifiers

Use entropy to measure the confidence of the prediction

This approach trades-off accuracy for computation latency

Final Exit

Early Exit
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Combining DNN partitioning and early exit

Consider partitioning and early exit holistically
A performance model that jointly optimizes them
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Partitioning Early Exit Partitioning + Early Exit
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1. Where to partition the model 

and attach the early exit branches? 

2. How to place these partitions on network devices?

• Calculate the inference latency and accuracy

• Objective: minimizing latency/maximizing accuracy 

Combining DNN partitioning and early exit

Partitioning + Early Exit



PORTEND

Profiler:

-Partition Computation Latency

-Partition Exit Rate

-Partition Accuracy

Model/dataset

Network topology

Network devices

Performance Model
Estimates:

-End-to-end Inference Latency

-Inference Accuracy

Best Deployment Configuration
(partitioning, early exit, placement)

Application’s
Latency/Accuracy
Requirements
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Experimental Setup
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Benefits of Multiple Partitions - ResNet-110
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PORTEND Latency Speed-up
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Exploring Hypothetical Scenarios

Reducing Bandwidth – EfficientNetB7
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Conclusions & Future Work:
1. Considering multiple partitions with early exits improves the latency-

accuracy trade-off.

2. Considering flexible placement is necessary.

3. Future work:
1. Model compression and quantization

2. Dynamic scheduling environment



Thank you!

Questions?
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Experimental Setup

Image and Audio Classification Models
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Finding Optimal Configurations- ResNet20
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Finding Optimal Configurations- ResNet110
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Finding Optimal Configurations- EfficientNetB0
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Validity of the Performance Model
End-to-End Inference Latency

Inference Accuracy
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Experimental Setup
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Exploring Hypothetical Scenarios

Increasing Compute Power – EfficientNetB7
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Effect of Fine-Tuning on final models
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