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CONTEXT

MOTIVATION AND CONTEXT

• Data Streams - input data that arrives at high rate
• Frameworks - Directed Acyclic Graph of processing elements
• Logical plan - logical abstraction for specifying operators and

how data flows between them
• Physical plan - parallelisation hints or specify how many

instances of each operator should be created
• Auto-scaling - system capacity should be modified

Data
Source Logical

Operator

Data
Source Operator

Instances

Logical Plan

Physical Plan

Physical
Resources

Operator
Placement

[Netto et al., 2014], [Kulkarni et al., 2015]
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PROBLEM STATEMENT

PROBLEM STATEMENT

• Most of existing work on multi-operator placement considered
network metrics such as latency and bandwidth whilst
proposing decentralised algorithms, without taking into account
that the network can be programmed and capacity
allocated to certain network flows

• Push analytics tasks to edge resources [Cheng et al., 2016]
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PROBLEM STATEMENT

PROBLEM STATEMENT

• When considering the operator DAG based solutions
• Static: comprise optimisations to modify the original graph

to improve task parallelism and operator placement, optimise
data transfers, among other goals [Hirzel et al., 2014]

• Online (Dynamic): comprise both actions to modify the pool of
available resources and dynamic optimisations carried out to
adjust applications dynamically to utilise newly allocated
resources
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CONTRIBUTION

CONTRIBUTION

• Place data processing tasks in Edge Computing whilst
minimising the use of network resources and latency, efficient
methods to manage resource elasticity

• Optimise the physical plan with or without previous
knowledge of the network architecture or behavior (i.e., SDN)
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FUTURE WORK

FUTURE WORK

• Create a model
• Analyze the possible techniques and models
• Point out the metrics
• Restrict the environment variables

• Evaluate existing frameworks, infrastructures and algorithms
• Apache Flink
• Apache Storm
• Apache Kafka
• Apache Edgent
• Mosquitto
• Vivaldi
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